Three solutions for Exercise 4
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Exercise Approximate a column vectora = | 2 | by a linear combination
6
1 1 2
of the column vectors u; = | 1 | andus =] 0 | (i.e, Z LU = ciug +
1 0 k=1

cougy for some ¢; and ¢p). That is, obtain ¢; and ¢y so that c;u; + cousg is
closest to a. As for the measure of the distance, use (the half of) the square
of the norm of the difference of c¢;u; + couy and a.
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The norm of a column vector & = | =5 | is defined as follows.

]| = /(2 ®) = ;xi

Solutions We show two solutions. One is by substituting the given column
vectors into the normal equations and the other is by substituting them from
the beginning. Solution 1 is clearer.

Solution 1 Firstly calculate J as follows.
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Partially differentiate this with respect to ¢; (i = 1, 2).

aJ 2 2
= -2
I PR R

k=1

oJ
By writing — S = = (0 and — = 0 in matrix form, we obtain
C1

802

(o) o ) () = ()

By substituting column vectors a, u;, and u, in the above equation we obtain
3 1 C1 . 11
11 (&) - 3
By solving this we obtain
C1 o 4
Co o —1

Thus the linear combination of u; and u, that is closest to the vector a is
obtained as follows.

1 1 3
4U1—U2:4 1 — 0 = 4
1 0 4



Solution 2 By substituting a, w;, and us in J we obtain

J = ;||clu1+02u2—a||2
) 1 1 3\ |
= ey 1 40| =] 2
2 1 0 6
2
1 01+CQ—3
= — 61—2
2 01—6
= 1{c2+c2+9+2c —6c, — 6 2 _fey 4442 —12
5141 5 1C2 1 c2 + ] c+4+c cl+36}
1

= 3 {30% + cg + 2c100 — 22¢1 — 6¢9 + 49}

Partially differentiate this with respect to ¢; and cs.

oJ 1

% = 5{601 + 202 - 22} = 3C1 + Ccy — 11
1

oJ 1

870 = 5{2C1+2C2—6}:C1+C2_3
2

Then we obtain the following systems of equations.

361 +cy = 11
C1 + Cop = 3
By solving this we obtain ¢; = 4,¢ = —1. Thus the linear combination of

u, and us that is closest to the vector a is obtained as follows.

1 1 3
411,1—’11,2:4 1 — 0 = 4
1 0 4

Solution 3 The set of linear combinations of u; and wu,
c1uy + CaUs

constitutes the subspace spanned by w; and u,. This subspace is a plane
in the three dimensional space and the norm of the difference between the
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vector a and a linear combination c;u; + cous is smallest when the difference
and u, are orthogonal and the difference and u, are orthogonal.

(01U1 + CoUy — a, ’U,l) =0
(cruy + coug — a,ugy) =0
The first equation is calculated as follows.
1 1 3 1
(uy +cus —a,uy) = (| 1 [+l O] =(2 ], 1])
1 0 6 1
Cc1+ Ccg — 3 1
= ( C1 — 2 s 1 )
C1 — 6 1
01+CQ—3+61—2+61—6
= 301 + Cco — 11
=0
The second equation is calculated as follows.
1 1 3 1
(cl'u,l + coug — a, UQ) = (Cl 1 + Co 0 — 2 s 0 )
1 0 6 0
c1+cy — 3 1
= ( C1 — 2 s 0 )
C1 — 6 0
Cc1+ Cy — 3
=0
By solving these equations we obtain ¢; = 4,¢co = —1. Thus the linear

combination of w; and wuy that is closest to the vector a is obtained as
follows.

1 1 3
dug —us =4 1 | -1 0 | =14
1 0 4



